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Abstract

Accurate prediction of the interfacial area concentration is essential to successful development of the interfacial

transfer terms in the two-fluid model. Mechanistic modeling of the interfacial area concentration entirely relies on accu-

rate local flow measurements over extensive flow conditions and channel geometries. From this point of view, accurate

measurements of flow parameters such as void fraction, interfacial area concentration, and interfacial velocity were per-

formed by a multi-sensor probe at three axial locations as well as seven radial locations in vertical downward bubbly

flows using a 25.4 mm-diameter pipe. In the experiment, the superficial liquid velocity and the void fraction ranged from

�1.25 to �3.11 m/s and from 1.61% to 21.0%, respectively.
� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

Multi-phase flow occurs in a large number of engi-

neering systems including nuclear reactors as well as in

many natural phenomena. Since the most dominant

characteristic of multi-phase flow is the presence of

one or several interfaces between the phases, many of

two-phase systems have common topographic structure

of interface. Multi-phase flow can be classified according
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to the geometry of the interface into different classes

which are called flow regimes. The concept to two-phase

flow regimes requires an introduction of a macroscopic

system length scale within that the regimes are defined.

For example, for slug or annular flow this length scale

should be a pipe diameter. Therefore, the introduction

of the flow regimes and regime dependent models lead

to an analysis which can not mechanistically address

the physics and transport phenomena occurring below

this length scale. This leads to the necessity of phenom-

enological models or ad hoc models which are strongly

empirical in nature and system specific. Thus, the con-

cept of two-phase flow regimes and regime dependent

models present a number of problems, ambiguity and
ed.
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Nomenclature

A area of flow channel

ai interfacial area concentration

ai,eq interfacial area concentration under condi-

tions of no phase change and equilibrium

of bubble coalescence and breakup rates

C0 distribution parameter

D pipe diameter

Dd,max maximum distorted bubble limit

DH hydraulic equivalent diameter of flow

channel

DSm Sauter mean diameter

g gravitational acceleration

j mixture volumetric flux

jg superficial gas velocity

jg,0 inlet superficial gas velocity reduced at

atmospheric pressure and 20 �C
jf superficial liquid velocity

L pipe length

Lo Laplace length

P pressure

R pipe radius

Re* bubble Reynolds number

Ref Reynolds number

r radial coordinate

t time

vi interfacial velocity

vg average center-of-volume velocity of gas

phase, or gas velocity

z axial coordinate

Greek symbols

a void fraction

a2 void fraction of group-II bubble

Dq density difference

e energy dissipation rate per unit mass

gph void generation term due to phase

change

mf kinematic viscosity of liquid phase

n interfacial area change due to bubble coales-

cence or breakup

qg gas density

qf liquid density

qm mixture density

r interfacial tension

/j source and sink terms due to bubble interac-

tion mechanisms

/ph source and sink terms due to phase

change

Subscripts

* non-dimensionalized quantity

+ reference axial location

Mathematical symbols

h i area-averaged quantity

hh ii void fraction weighted cross-sectional area-

averaged quantity

hh iia interfacial area concentration weighted

cross-sectional area-averaged quantity
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difficulties, when they are applied to various actual

systems.

The above discussion indicates the origin of the diffi-

culties encountered in developing broad understanding

of multi-phase flow and generalized method for analyz-

ing such flow. The multi-phase flow physics are funda-

mentally multi-scale in nature. It is necessary to take

into account these cascading effects of various physics

at different scales in the multi-phase flow formulation

and closure relations. At least four different scales can

be important in multi-phase flow: These are (1) system

scale, (2) macroscopic scale required for continuum

assumption, (3) meso-scale related to local structures,

and (4) microscopic scale related to fine structures and

molecular transport. At the highest level, the scale is

the system where system transients and component

interactions are the primary focus. For example, nuclear

reactor accidents and transient analysis requires special-

ized system analysis codes. At the next level, macrophys-

ics such as the structure of interface and the transport of

mass, momentum and energy are addressed. However,
the multi-phase flow field equations which describe the

conservation principles require additional constitutive

relations for bulk transfer such as the turbulence effects

for momentum and energy as well as for interfacial ex-

changes for mass, momentum and energy transfer.

These are meso-scale physical phenomena that require

concentrated research efforts. Since the interfacial trans-

fer rates can be considered as the product of the interfa-

cial flux and the available interfacial area, the modeling

of the interfacial area concentration is essential. In two-

phase flow analysis the void fraction and the interfacial

area concentration represent the two fundamental first-

order geometrical parameters, and therefore they are

closely related to two-phase flow regimes. However,

the concept of the two-phase flow regimes is difficult

to quantify mathematically at the local point, because

it is often defined at the scale close to the system scale.

This may indicate that the modeling of the changes of

the interfacial area concentration directly by a transport

equation, namely interfacial area transport equation, is

a better approach than the conventional method using
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the flow regime transition criteria and regime dependent

constitutive relations for interfacial area concentration

[1,2]. This is particularly true for a three-dimensional

formulation of multi-phase flow. The next lower level

physics in multi-phase flow is related to the local

micro-scale phenomena such as the wall nucleation or

condensation.

In view of the great importance of the two-fluid mod-

el for two-phase flow analyses, considerable efforts have

been devoted to develop the interfacial area transport

equation [3–6], and extensive experimental works for

vertical cocurrent upward flows have been performed

[7–11]. In addition to the study of upward two-phase

flow, study of downward two-phase flow is also impor-

tant in view of nuclear reactor safety analysis and chem-

ical and petroleum plant design. In particular,

downward two-phase flow is observed in light water

reactor accident scenarios, such as loss of heat sink by

feed water loss or secondary pipe break. In such sce-

nario, cocurrent downward two-phase flow may occur

in steam generator. It is also possible that the two-phase

flow may go through the steam generator in cases of

small break loss of coolant accident or relief valve open,

and thus creating both cocurrent upward and downward

flows. From this point of view, the experimental work

has been initiated to measure the axial interfacial area

transport in vertical cocurrent downward flows using a

50.8-mm diameter pipe [12]. To complete the basic data-

base of cocurrent downward flow, this study is also aim-

ing at the measurement of the axial development of local

flow parameters for cocurrent downward bubbly flows

in a 25.4-mm diameter pipe by means of a conductivity

multi-sensor probe. The parameters obtained in this

study include void fraction, interfacial area concentra-

tion, bubble Sauter mean diameter and interfacial veloc-

ity. The data from the multi-sensor probe give sufficient

information to evaluate the interfacial area transport

equation.
2. Interfacial area transport equation

The foundations of the interfacial area transport

equation were first established by Kocamustafaogullari

and Ishii [2]. The general form of the three-dimensional

interfacial area transport equation is given by

oai
ot

þr � ai~við Þ ¼ 2
3

ai
a

� � oa
ot

þr � a~vg
� �

� gph

� �

þ
X
j

/j þ /ph; ð1Þ

where ai, t,~vi, a, and~vg are the interfacial area concen-
tration, the time, the interfacial velocity, the void frac-

tion, and the average center-of-volume velocity of the

gas phase, respectively. The first term on the right hand
side of Eq. (1) represents the source term in the interfa-

cial area concentration due to change in the void frac-

tion. This term includes the void generation due to

phase change, gph The terms /j and /ph represent the
source and sink terms due to the bubble interaction

mechanisms and phase change, respectively. In order

to complete the interfacial area transport model, consti-

tutive relations for the source and sink terms appearing

in the interfacial area transport equation have to be

developed. This is achieved by mechanistically modeling

the bubble interaction mechanisms in a two-phase flow.

Some attempts have been made to model the source and

sink terms in the interfacial area transport equation of

vertical upward bubbly flows in pipes [3–6]. Under an

adiabatic flow condition, the interfacial area transport

equation can be simplified to

oai
ot

þr � ai~við Þ ¼ 2
3

ai
a

� � oa
ot

þr � a~vg
� �� �

þ
X
j

/j: ð2Þ

Under a steady adiabatic flow condition, the interfa-

cial area transport equation can be further simplified to

r � ai~við Þ ¼ 2
3

ai
a

� �
r � a~vg

� �
þ
X
j

/j: ð3Þ

For a steady adiabatic one-dimensional flow at the

equilibrium state of bubble interaction (
P
j /j = 0),

the interfacial area transport equation is reduced to

the most simplified form as

o

oz
aivið Þ ¼ 2

3

ai
a

� � o

oz
avg
� �

: ð4Þ

This most simplified interfacial area transport equation

clearly indicates that the interfacial area concentration

varies along the flow direction due to the bubble volume

change by the pressure change even in a steady adiabatic

one-dimensional flow at the equilibrium state of bubble

interaction.
3. Experimental

Fig. 1 shows the schematic diagram of the two-phase

flow loop. The test loop consisted of two test sections,

which were acrylic pipes with inner diameters of 25.4

and 50.8 mm, whose total lengths, L, non-dimensional-

ized by the pipe diameter, D, were L/D = 150 and 75,

respectively. In the present experiment, the flow channel

with an inner diameter of 25.4 mm was utilized.

Air was supplied by a compressor, and was intro-

duced into a mixing chamber through a porous media

with the pore size of 10 lm. The air and purified water
were mixed in the mixing chamber, and the mixture flo-

wed downward through the test section. The flow rates

of the air and water were measured with a rotameter

and a magnetic flow meter, respectively. The accuracies



Fig. 1. Schematic diagram of experimental loop.
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of the gas rotameter and the magnetic flow meter are

within ±4% and ±1% of full scale, respectively. The pres-

sure and differential pressure measurements were also

conducted by a pressure gauge at the test section inlet
and a differential pressure transducer at three probe

ports, respectively. The accuracies of the pressure gauge

and the pressure transducer are within ±3% of span and

within ±1% of full scale, respectively. The local flow



Table 1

Flow conditions in this experiment

Symbols d m j

Lines –– - - - � � �
hjfi [m/s] hjg,0i [m/s] hjg,0i [m/s] hjg,0i [m/s]
�1.25 (haiz/D=�13.0 [%]) �0.0177(1.61)a �0.0993 (7.59)a �0.289b (21.0)a
�2.12 (haiz/D=�13.0 [%]) �0.102 (4.70)a �0.381b (17.2)a N/A

�3.11 (haiz/D=�13.0 [%]) �0.106 (2.80)a �0.487b (12.7)a N/A

N/A = Not available.
a Values in parentheses mean the void fractions in % measured at z/D = �13.0.
b Group-II bubbles were observed in these flow conditions.
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parameters such as void fraction, interfacial area concen-

tration, and interfacial velocity were measured by using a

multi-sensor conductivity probe at three axial locations

of z/D = �13.0, �68.0, and �133 and seven radial loca-
tions from r/R = 0 to 0.9. Here, negative z/D means ver-

tically downward location measured from the test section

inlet (z/D = 0), and the radial locations of the pipe center

and wall are represented by r/R = 0 and r/R = 1, respec-

tively. The flow conditions in this experiment are tabu-

lated in Table 1. It should be noted here that a negative

sign for superficial gas velocity, h jg,0i, and superficial liq-
uid velocity, h jfi, means downward flow. The experi-
ments were performed at 7 flow conditions and a total

of 147 (= 7 flow conditions · 7 radial locations · 3 axial
locations) local data were acquired.

The multi-sensor conductivity probe methodology is

detailed in our previous paper [13]. The void fraction,

interfacial area concentration and gas velocity obtained

by area-averaging local flow parameters measured by

the sensor method agreed with those measured by other

calibrators such as a gamma densitometer, a photo-

graph, and a rotameter within ±5.74% [8,9], ±6.95%

[8,9], and ±7.51%, respectively. Local profiles of void

fraction and interfacial area concentration measured

by the sensor method also agreed with those measured

by the stereo-imaging method very well [14]. Thus, it

can be considered that the measurement accuracy of

flow parameters would be within ±15% as a conservative

estimate [12]. Error bars in figures to be shown later

indicate the error band within ±15%.

In the characteristic transport phenomenon in bubbly

flow including bubbly-to-slug transition flow, the char-

acteristic drag of spherical and distorted bubbles is sig-

nificantly different from that of cap and slug bubbles.

Hereafter, the former and latter bubble groups refer to

group-I and group-II bubbles, respectively. Such bubble

categorization is important because multiple transport

equations such as two-group interfacial area transport

equations [5,6] should be employed to describe the fluid

particle transport at the flow condition where the group-

II bubbles are formed. The bubble groups can be catego-

rized based on the maximum distorted bubble limit,

Dd,max given by [15]
Dd;max ¼ 4
ffiffiffiffiffiffiffiffiffi
r

gDq

r
; ð5Þ

where r, g, and Dq are the surface tension, the gravita-
tional acceleration, and the density difference, respec-

tively. For an air-water flow at atmospheric pressure

(0.101 MPa) and room temperature (20.0 �C), the maxi-
mum distorted bubble size was estimated to be 10.9 mm.

This categorization was approximately made by meas-

ured bubble chord length. The methodology is detailed

in our previous paper [16]. It should be noted here that

Eq. (5) is not applicable to a flow in a channel with a

diameter smaller than Dd,max.
4. Results and discussion

4.1. Initial bubble size

Axial developments of local profiles of flow parame-

ters in bubbly flows significantly depend on an initial

condition such as initial bubble size. Since the bubble

size controlling function was not implemented in the

current bubble distributor, the initial bubble size was

not kept constant in this experiment, resulting in the

dependence of the initial bubble size on the flow condi-

tion. The upper and lower figures in Fig. 2 show the

dependences of the bubble size measured near the inlet,

z/D = �13.0 on the void fraction and the superficial liq-
uid velocity, respectively. Open symbols in the upper fig-

ure indicate the measured bubble size. Lines in lower

figure indicate the bubble size reproduced by the inter-

polation of the data shown in upper figure. Both gas

and liquid flow rates increase the bubble size near the

inlet, which means that they mainly enhance the bubble

coalescence due to the bubble collision near the inlet.

4.2. Void fraction

Local void fraction, a, profiles measured at z/

D = �13.0, �68.0 and �133 are, respectively, depicted
in the upper, middle and lower figures in Fig. 3. Axial

developments of one-dimensional total void fractions,

hai, and group-II void fractions, ha2i, are also shown
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in the upper and lower figures in Fig. 4. The meanings of

the symbols are tabulated in Table 1. The lines in Fig. 4

indicate the values calculated by the following drift-flux

model [17].

v
g
D ED E

¼ C0 j
h i þ 1; where

v
g
D ED E

¼ vg
 � �

=V gj and j
h i ¼ jh i=V gj: ð6Þ

Here, hh ii means the void-fraction weighted cross-sec-
tional area-averaged quantity. The distribution parame-

ter, C0 and the drift velocity, Vgj are given by

C0 ¼ �0:0214 j
h i þ 0:772ð Þ þ 0:0214 j
h i þ 0:228ð Þ
ffiffiffiffiffi
qg
qf

r

for � 20 6 j
h i 6 0;

C0 ¼ 0:2e0:00848 j
h iþ20ð Þ þ 1:0
� �

� 0:2e0:00848 j
h iþ20ð Þ
ffiffiffiffiffi
qg
qf

r

for j
h i < �20; ð7Þ
V gj ¼
ffiffiffi
2

p grDq
q2f

� �1=4
; ð8Þ

where qg, qf and j are the gas density, the liquid density,
and the mixture volumetric flux, respectively.

The void fraction profiles observed in the present

experiments using a 25.4-mm diameter pipe are quite

similar to those in a 50.8-mm diameter pipe [12]. The

void fraction profiles may be characterized as follows.

(1) Unlike upward flows, no significant wall peaking

phenomenon is observed in downward flows.

(2) A bubble-free region near the channel wall is

observed in downward flows.

(3) No significant axial change is observed in the void

fraction profile at the flow conditions where no

group-II bubble is formed.

(4) As the flow develops, the bubbles localized around

the channel center tend to be redistributed over the

flow channel at the flow conditions where group-II

bubbles are formed (hjg,0i = �0.289 m/s and hjfi =
�1.25 m/s, hjg,0i = �0.381 m/s and hjfi = �2.12 m/s,
hjg,0i = �0.487 m/s and hjfi = �3.11 m/s).

The observations (1) and (2) may be approximately

explained by forces acting on bubbles. Typical non-drag

forces modeled are lift force [18,19], wall repulsion force

[20], and turbulent dispersion force [21]. The lift force is

in proportional to the gradient of the relative velocity

between phases, and thus, tends to move bubbles to-

wards channel wall and center directions in upward

and downward flows, respectively. The wall repulsion

force acts on a bubble near a wall, and prevents the bub-

bles from touching the wall. Thus, the wall repulsion

force always tends to move bubbles towards channel

center direction. The turbulent dispersion force is driven

by the void fraction gradient, and tends to uniformize

the void fraction distribution. Thus, the force balance

among these three forces causes no significant wall peak-

ing in the void fraction profile and a bubble-free region

near the channel wall. The bubble-free region near the

channel wall was also observed by Kashinski and Ran-

din [22].

The observations (3) and (4) may be approximately

explained by bubble interaction processes. If the initial

bubble size is too small or too large in comparison with

the equilibrium size, the bubbles eventually tend to reach

the equilibrium state in size though the bubble interac-

tions such as coalescence and breakup. However, for rel-

atively low void fraction and liquid velocity where no

group-II bubble is formed, the driving force for the bub-

ble interaction may not be strong enough to attain the

equilibrium state in bubble size within the limited test

section length. This leads to no significant axial change

in the void fraction profile. For the flow conditions

where group-II bubbles are formed at the inlet, the
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Fig. 3. Local void fraction profiles at z/D = �13.0, �68.0 and �133.
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mechanism of axial change in the flow structure may be

classified into two typical patterns in terms of the liquid

turbulence. If the liquid turbulence is not high enough to

disintegrate the formed cap bubbles near the inlet, it

may mainly enhance the bubble fluctuation resulting in

enhanced bubble coalescence. Then, the cap bubble size

increases along the flow direction, and growing cap bub-

bles uniformize the void profile around the channel cen-

ter due to their relatively flat shape resulting in the
reduction of the void fraction around the channel center.

If the liquid turbulence is high enough, it may disinte-

grate the formed cap bubbles near the inlet. Then, the

disintegrated cap bubbles may more or less redistributed

around the flow channel resulting in the uniformization

of the void profile and the reduction of the void fraction

around the channel center. This speculation agrees with

the data tendency shown in Fig. 3 and the lower figure of

Fig. 4.
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As shown in the upper figure of Fig. 4, the one-

dimensional total void fraction decreases along the flow

direction mainly due to the pressure increase. The drift-

flux model [17] developed based on fully-developed flow

data also reproduce the axial developments of the void

fraction very well. The averaged prediction accuracy is

estimated to be within ±9.66%. This indicates the drift-

flux model given by Eqs. (6)–(8) can be applicable even

to developing flows.

4.3. Interfacial area concentration

Local interfacial area concentration, ai profiles meas-

ured at z/D = �13.0, �68.0 and �133 are, respectively,
depicted in the upper, middle and lower figures in Fig.

5. Axial developments of one-dimensional total interfa-

cial area concentrations, haii, are also shown in Fig. 6.
The meanings of the symbols are tabulated in Table 1.

The lines in Fig. 6 indicate the values calculated by the

following interfacial area correlation developed based

on data taken in various forced-convective upward bub-

bly flows and bubble columns [23].

a
i ¼ 3:02Lo
0:335aRe
0:239 or
D

Sm ¼ 1:99Lo
�0:335Re
�0:239; ð9Þ
where the non-dimensional interfacial area concentra-

tion, a
i Laplace length scale, Lo, non-dimensional La-
place length scale, Lo* and Reynolds number, Re* are

defined as follows:

a
i � aiLo; Lo �
ffiffiffiffiffiffiffiffiffi
r

gDq

r
; Lo
 � Lo

DH
;

Re
 � ðe1=3Lo1=3ÞLo
mf

: ð10Þ

Here, DH and mf are the hydraulic equivalent diameter
and the kinematic viscosity of the liquid phase, respec-

tively. The energy dissipation rate per unit mass, e,
may be approximately determined by [23]

e ¼ g j hjgi j expð�0:0005839RefÞ þ
j hji j
qm

� dP
dz

� �
F

� f1� expð�0:0005839RefÞg; ð11Þ

where qm, Ref and (�dP/dz)F are, respectively, the mix-
ture density, the liquid Reynolds number defined by

hjfiDH/mf, and the pressure loss per unit length due to
friction. It should be noted here that Eq. (9) is not appli-

cable to the flow conditions where group-II bubbles are

formed.
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Fig. 5. Local interfacial area concentration profiles at z/D = �13.0, �68.0 and �133.
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The interfacial area concentration profiles observed

in the present experiments using a 25.4-mm diameter

pipe are quite similar to those in a 50.8-mm diameter

pipe [12]. The interfacial area concentration profiles

may be characterized as follows:

(1) Unlike upward flows, no significant wall peaking

phenomenon is observed in downward flows.
(2) The interfacial area concentration profiles are sim-

ilar to the void fraction profiles at the flow condi-

tions where no group-II bubble is formed.

(3) No significant axial change is observed in the inter-

facial area concentration profile at the flow condi-

tions where no group-II bubble is formed.

(4) Axial changes are observed in the interfacial area

concentration profile at the flow conditions where
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group-II bubbles are formed (hjg,0i = �0.289 m/s
and hjfi = �1.25 m/s, hjg,0i = �0.381 m/s and

hjfi = �2.12 m/s, hjg,0i = �0.487 m/s and hjfi =
�3.11 m/s).

The observations (1) and (2) may be approximately

explained by the geometrical relationship between void

fraction and interfacial area concentration. The inter-

facial area concentration is basically proportional to

the void fraction and inversely proportional to the

bubble Sauter mean diameter. As explained later, the

bubble Sauter mean diameters are almost uniform

along the channel radius at the flow conditions.

Thus, the interfacial area concentration profiles show

the same behavior as their respective void fraction

profiles.

As already explained in Section 4.2, the observations

(3) and (4) may be approximately explained by bubble

interaction processes. This speculation agrees with the

data tendency shown in Figs. 5 and 6.

As shown in Fig. 6, the one-dimensional interfacial

area concentration decreases along the flow direction

mainly due to the pressure increase and the cap bubble

formation in the tested flow conditions except for

hjg,0i = �0.487 m/s and hjfi = �3.11 m/s. For hjg,0i =
�0.487 m/s and hjfi = �3.11 m/s, the disintegration of
cap bubbles due to strong liquid turbulence increases

the interfacial area concentration along the flow direc-

tion. The applicability of the interfacial area correlation

given by Eq. (9) to downward flows is tested as the first

step to develop the interfacial area transport equation,

and the correlation works well at the flow conditions

where no group-II bubble is formed. However, as ex-

pected, once group-II bubbles are formed, the correla-

tion tends to overestimate the interfacial area

concentration significantly. Thus, the development of

the interfacial area transport equation is recommended

to predict such interfacial area transport process

accurately.
4.4. Sauter mean diameter

Local bubble Sauter mean diameter, DSm profiles

measured at z/D = �13.0, �68.0 and �133 are, respec-
tively, depicted in the upper, middle and lower figures

in Fig. 7. Axial developments of one-dimensional total

interfacial area concentrations, hDSmi, are also shown
in Fig. 8. The meanings of the symbols are tabulated

in Table 1. The lines in Fig. 8 indicate the values calcu-

lated by Eq. (9).

The bubble Sauter mean diameter profiles observed

in the present experiments using a 25.4-mm diameter

pipe are more or less similar to those in a 50.8-mm diam-

eter pipe [12]. The bubble Sauter mean diameter profiles

may be characterized as follows:

(1) The bubble Sauter mean diameters are almost uni-

form along the channel radius at the flow conditions

where no group-II bubble is formed.

(2) No significant axial change is observed in the bubble

Sauter mean diameter profile at the flow conditions

where no group-II bubble is formed.

(3) Axial changes are observed in the bubble Sauter

mean diameter profile at the flow conditions where

group-II bubbles are formed (hjg,0i = �0.289 m/s
and hjfi = �1.25 m/s, hjg,0i = �0.381 m/s and hjfi =
�2.12 m/s, hjg,0i = �0.487 m/s and hjfi = �3.11
m/s).

The observations (1) and (2) may be approximately

explained by the bubble interaction processes. Since

the bubble interactions may not be so strong at such rel-

atively low void fractions, the bubbles with approxi-

mately uniform size created at the inlet keep their size

along the flow direction. As already explained in Sec-

tions 4.2 and 4.3, the observation (3) may be approxi-

mately explained by bubble interaction processes.

As shown in Fig. 8, insignificant axial changes of the

one-dimensional bubble Sauter mean diameter are ob-



0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10
<j

f
>=-1.25 m/s

z/D=-13.0

T
im

e-
A

ve
ra

ge
d

Sa
ut

er
M

ea
n

D
ia

.,
D

Sm
[m

m
]

0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10
<j

f
>=-2.12 m/s

z/D=-13.0

0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10
<j

f
>=-3.11 m/s

z/D=-13.0

Radial Position, r/R [-]

0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10
<j

f
>=-1.25 m/s

z/D=-68.0

T
im

e-
A

ve
ra

ge
d

Sa
ut

er
M

ea
n

D
ia

.,
D

Sm
[m

m
]

0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10
<j

f
>=-2.12 m/s

z/D=-68.0

0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10
<j

f
>=-3.11 m/s

z/D=-68.0

Radial Position, r/R [-]

0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10
<j

f
>=-1.25 m/s

z/D=-133

T
im

e-
A

ve
ra

ge
d

Sa
ut

er
M

ea
n

D
ia

.,
D

Sm
[m

m
]

0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10
<j

f
>=-2.12 m/s

z/D=-133

0.0 0.2 0.4 0.6 0.8 1.0
0

2

4

6

8

10
<j

f
>=-3.11 m/s

z/D=-133

Radial Position, r/R [-]

Fig. 7. Local bubble Sauter mean diameter profiles at z/D = �13.0, �68.0 and �133.
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served at the flow conditions where no group-II bubble

is formed, whereas significant axial changes of the one-

dimensional bubble Sauter mean diameter are found

depending on the liquid velocity at the flow conditions
where group-II bubbles are formed. For relatively low

liquid velocities such as hjfi = �1.25 m/s and hjfi =
�2.12 m/s, the bubble Sauter mean diameters increase
along the flow direction due to the bubble coalescence.
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For relatively high liquid velocities such as

hjfi = �3.11 m/s, the bubble Sauter mean diameters de-
creases along the flow direction due to the bubble disin-

tegration. The applicability of the bubble Sauter mean

diameter correlation given by Eq. (9) to downward flows

is also tested, and the correlation works well at the flow

conditions where no group-II bubble is formed. How-

ever, once group-II bubbles are formed, the correlation

tends to underestimate the bubble Sauter mean diameter

significantly. It is interesting to note that for hjg,0i =
�0.487 m/s and hjfi = �3.11 m/s, the bubble Sauter
mean diameter appears to approach the equilibrium va-

lue predicted for a fully-developed bubbly flow, and for

hjg,0i = �0.289 m/s and hjfi = �1.25 m/s and hjg,0i =
�0.381 m/s and hjfi = �2.12 m/s, the bubble Sauter
mean diameters tend to deviate from their respective

equilibrium values predicted for a fully-developed bub-

bly flow. These tendency indicates that the flows at

hjg,0i = �0.289 m/s and hjfi = �1.25 m/s and hjg,0i =
�0.381 m/s and hjfi = �2.12 m/s develop towards slug
flow, and the flow at hjg,0i = �0.487 m/s and hjfi =
�3.11 m/s develops toward bubbly flows, respectively.
This may imply that the respective equilibrium flow re-

gimes at the former and latter flow conditions are slug

and bubbly flows, respectively.

4.5. Interfacial velocity

Local interfacial velocity, vi profiles measured at z/

D = �13.0, �68.0 and �133 are, respectively, depicted
in the upper, middle and lower figures in Fig. 9. Axial

developments of interfacial area concentration weighed

cross-sectional area-averaged interfacial velocity, hhviiia,
are also shown in Fig. 10. The meanings of the symbols

are tabulated in Table 1. The lines in Fig. 10 indicate the

values calculated by the drift-flux model given by Eqs.

(6)–(8).

The interfacial velocity profiles observed in the

present experiments using a 25.4-mm diameter pipe are
more or less similar to those in a 50.8-mm diameter pipe

[12]. The interfacial velocity profiles may be character-

ized as follows:

(1) The interfacial velocity profiles more or less display

the power-law profiles.

(2) Small wall peaking phenomena are observed for

hjg,0i = �0.381 m/s and hjfi = �2.12 m/s, hjg,0i =
�0.487 m/s and hjfi = �3.11 m/s at z/D = �13.0.

(3) No significant axial change is observed in the inter-

facial velocity profiles.

The observation (1) may be approximately explained

by the relationship between interfacial and liquid veloc-

ities. The interfacial velocity profiles are expected to be

similar to the liquid velocity profiles. The interfacial

velocity profiles at hjfi = �1.25 m/s are observed to be
flatter than those at hjfi = �2.12 m/s and hjfi =
�3.11 m/s. This may be attributed to the flatter liquid
velocity profiles at hjfi = �1.25 m/s due to the bubble-in-
duced turbulence. Since the shear-induced turbulence

may be dominant at hjfi = �2.12 m/s and hjfi =
�3.11 m/s, the interfacial velocity profiles at the flow
conditions may be much parabolic in comparison with

those at hjfi = �1.25 m/s.

The observation (2) may be approximately explained

by bubbly ‘‘coring’’ effect. Wang et al. [24] reported the

location of the maximum liquid velocity in downward

bubbly flows occurred off the channel center in some

flow conditions. The bubble ‘‘coring’’ in downward

flows retarded the flow in the core due to buoyancy,

and the resultant diversion of liquid into the low void re-

gion near the wall apparently caused the maximum liq-

uid velocity to occur near the wall. As the void

fractions around the channel center decrease along the

flow direction, the local maxima in interfacial velocity

profiles are disappeared. This may be a possible explana-

tion for the observation (2).
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Fig. 9. Local interfacial velocity profiles at z/D = �13.0, �68.0 and �133.
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As shown in Fig. 10, the axial changes of one-dimen-

sional interfacial velocity are insignificant. Since the

interfacial velocity, hhviiia(�hviaii/haii) is approximated
by hhvgii(�hvgai/hai) in the bubbly flow regime [3,4],
the drift-flux model given by Eqs. (6)–(8) also reproduce

the axial developments of the interfacial velocity very

well. The averaged prediction accuracy is estimated to

be within ±9.47%. This indicates the drift-flux model
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given by Eqs. (6)–(8) can be applicable even to develop-

ing flows.

4.6. Dominant mechanism of interfacial area transport

As shown in Eq. (1), the axial change in the void frac-

tion affects the interfacial area transport along the flow

direction. In order to examine the dominant mechanism

of the interfacial area transport, a parameter, n, defined
by haii/hai,eqi is introduced, where ai,eq is the interfacial
area concentration under the conditions of no phase

change and equilibrium of bubble coalescence and

breakup rates. Thus, the parameter, n, indicates the ratio
of the actual interfacial area transport to the interfacial

area transport only due to the void fraction change as an

index of the net interfacial area transport due to the

bubble coalescence and breakup. n > 1 or n < 1 corre-
sponds to the bubble breakup or coalescence domi-

nant flow. The parameter can be derived analytically

from Eq. (4) with the assumptions of insignificant axial

changes of vi and vg and vi � vg as

n � haii
hai;eqi

¼
R
A ai dAR

A
a

aþ

� �2=3
aþi dA

; ð12Þ

where A is the area of the flow channel, and the super-

script + means the reference axial location. In the calcu-

lation, z/D = �13.0 is used as the reference axial

location, and the interfacial area transport between z/

D = �13.0 and �133 is examined.
The upper and lower figures in Fig. 11 show the

dependences of the parameter, n, on the void fraction
at z/D = �13.0 and the superficial liquid velocity, respec-
tively. Open symbols in the upper figure indicate the cal-

culated parameters. Lines in the lower figure indicate the

parameters reproduced by the interpolation of the data

shown in the upper figure. As can be seen from the upper

figure, the increase in the void fraction enhances the

dominant interfacial area transport mechanism, namely
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bubble coalescence at hjfi = �1.25 and �2.12 m/s, and
bubble breakup at hjfi = �3.11 m/s. The lower figure
also shows that the dominant interfacial area transport

mechanism is bubble coalescence or breakup at the

superficial liquid velocity lower or higher than 2 m/s,

respectively. Thus, the interfacial area transport mecha-

nism is dependent on the void fraction, liquid turbu-

lence, and possibly bubble size. This suggests that the

source and sink terms should be modeled by taking ac-

count of the void fraction, liquid turbulence and bubble

size [3–6]. The data sets of downward flows obtained in

this study using a 25.4-mm diameter pipe together with

those in our previous study using a 50.8-mm diameter

pipe [12] will be used for the development of reliable

constitutive relations such as the interfacial area trans-

port equation.
5. Conclusions

Accurate prediction of the interfacial area concen-

tration is essential to successful development of the

interfacial transfer terms in the two-fluid model. Mech-

anistic modeling of the interfacial area concentration

entirely relies on accurate local flow measurements over

extensive flow conditions and channel geometries. From

this point of view, accurate measurements of flow

parameters such as void fraction, interfacial area con-

centration, bubble Sauter mean diameter, and interfa-

cial velocity were performed by a multi-sensor probe

in vertical downward bubbly flows using a 25.4 mm-

diameter pipe. The obtained results are summarized

as follows:

(1) The local measurements were performed at three

axial locations of z/D = �13.0, �68.0 and �133 as
well as seven radial locations from r/R = 0 to 0.9

using a multi-sensor probe. A total of 7 data sets

were acquired consisting of 147 (= 7 flow condi-

tions · 7 radial locations · 3 axial locations) local
data points. The flow conditions cover the void frac-

tions from 1.61% to 21.0% and the superficial liquid

velocities from �1.25 to �3.11 m/s.
(2) The phenomena characterizing the downward bub-

bly flows were discussed in detail. The mechanisms

of the radial profiles of local flow parameters and

their axial developments were briefly discussed.

(3) The existing drift-flux model was compared with

the measured one-dimensional data. It reproduced

the axial developments of the void fraction and

interfacial velocity very well. The averaged predic-

tion accuracies of one-dimensional void fraction

and interfacial velocity were estimated to be within

±9.66% and ±9.47%, respectively.

(4) The existing interfacial area correlation was com-

pared with the measured one-dimensional data. It
reproduced the axial developments of the interfacial

area concentration very well at the flow conditions

where no group-II bubble was formed. However,

once group-II bubbles were formed, the correlation

tended to overestimate the interfacial area concen-

tration significantly. Thus, the development of the

interfacial area transport equation was recom-

mended to predict such interfacial area transport

process accurately.

(5) The dominant interfacial area transport mechanism

was displayed as functions of void fraction and

superficial liquid velocity. The interfacial area trans-

port was expected to be expressed as functions of

void fraction, superficial liquid velocity, and possi-

bly bubble size.
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